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Abstract: This review predictive paper
provides an in-depth discussion on the
application of Multi-Agent Systems (MAS)
and Deep Reinforcement Learning (DRL)
techniques in dynamic team combination and
character balancing for basketball games.
The paper first outlines the basic principles of
MAS and DRL techniques and analyses their
importance in AI design for basketball games.
Then, the paper discusses in detail how these
techniques can facilitate the synergistic
optimisation between team members and the
balancing between roles in basketball games.
In addition, the strategy generation and
adaptation of these techniques in dynamic
environments is explored, as well as how they
can provide players with a personalised
gameplay experience. Finally, the paper
discusses the limitations of the current
technologies and offers predictions for future
research directions.
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1. Introduction
Basketball games, as a competitive team activity,
require AI design that takes into account not
only the behaviour of individual intelligences,
but also the synergy of the whole team.
Multi-intelligent system (MAS) and deep
reinforcement learning (DRL) techniques
provide new perspectives to solve this problem.
The aim of this paper is to provide an overview
of the application of MAS and DRL techniques
in AI design for basketball games, especially
how they can facilitate dynamic optimisation of
team combinations and role balancing. By
analysing the application of these techniques in
basketball games, this paper aims to provide

directions for future research and predict how
these techniques can be further developed to
enhance the gaming experience.

Figure 1. Architecture of Dynamic Team
Optimization and Role Balancing in

Basketball Game Using Multi-Agent Systems
(MAS) and Deep Reinforcement Learning

(DRL)
Figure 1 illustrates the dynamic optimization
process in a basketball game using a
combination of Multi-Agent Systems (MAS)
and Deep Reinforcement Learning (DRL). It
starts with historical and real-time game data
input, which feeds into the MAS to represent
individual players working collaboratively. DRL
is responsible for optimizing strategies and
making real-time decisions by learning from the
environment. The system also incorporates
opponent modeling and feedback mechanisms to
predict opponents' actions and adjust strategies
accordingly. The outcome is an optimized team
strategy that ensures role balance and enhances
the player's gameplay experience through
personalized adaptations.
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2. Related Work and Literature Review
With the rapid development of the gaming
industry, AI technology, especially the
combination of MAS and DRL, has gradually
become an important tool to enhance the gaming
experience and game cognition [1].Combining
the techniques of MAS and DRL, AI systems are
able to learn players' behavioural patterns and
provide personalised game experiences
accordingly. In this way, the AI can adapt to the
player's gaming style and provide more
customised challenges and support [2]. In
basketball games, MAS and DRL are used in the
following areas:

2.1 Optimisation and Collaboration
Rashid, T. et al. proposed a new deep
multi-intelligence reinforcement learning
approach that can optimise team strategies. In
the game, teams consisting of multiple AI peers
need to optimise offensive and defensive
strategies through collaborative strategies [3] .
Through the combination of MAS and DRL, AI
peers can gradually learn how to collaborate
effectively in dynamic scenarios, e.g., by
preventing the removal of tactical open shot
opportunities or by forming quick reactions to
stop opponents' breakthroughs.

2.2 Real-time Decision-Making in Dynamic
Environments
Foerster, J. et al. investigated how to improve
the policy gradients of individual intelligences in
multi-intelligent systems using an approach
known as ‘Counterfactual multi-agent policy
gradients’ (CMaPG). This approach aims to
address the problem of how intelligences can
learn to improve their behaviour in order to
better collaborate or compete with other
intelligences in a multi-intelligence environment
[4]. Since basketball is a dynamic adversarial
environment, intelligences must be able to make
decisions in a split second.The DRL algorithm
can help intelligences achieve rapid adaptation
to the on-court situation by learning
continuously from the environmental feedback,
and adjusting the attacking path in a timely
manner when the position of the defender
changes.

2.3 Personalised Player Experience
Zhu, P., Li, X., Poupart, P., & Miao, G. (2017)
explored how to improve the application of
Deep Reinforcement Learning (DRL) in the

processing of Partially Observable Markov
Decision Processes (POMDPs).POMDPs are
models for describing scenarios in which an
intelligent body is required to make a decision
without full knowledge of its surroundings. This
is crucial for personalised experiences, which
often require intelligences to be able to process
incomplete information and make decisions
adapted to the user's behaviour [5].MAS and
DRL can also be used to provide players with a
more personalised interaction experience by
learning their behavioural patterns. For example,
the AI module can gradually adapt to the player's
style based on his habitual operations to provide
a more personalised experience support.
The study shows that the combination of MAS
and DRL not only improves the decision-making
ability of AI in games, but also enhances its
ability to adapt and personalise services. The
application of this technology makes the gaming
experience richer and more realistic, providing
players with a higher level of interaction and
engagement [6] . This enhanced capability allows
the gaming experience to be no longer limited to
previously programmed behavioural patterns
and to learn and evolve on its own, resulting in a
more realistic and richer game for the player.

3. Scenario Analysis and Strategy Diversity

3.1 Strategy Generation and Adaptation for
Multi-Intelligent Body Systems in Complex
Scenarios
The main challenge for Multi-Agent Systems
(MAS) in complex game scenarios is to make
adaptive and effective strategy adjustments in
rapidly changing situations. The following are
ways for MAS to generate and adjust strategies
in complex scenarios:
3.1.1 Rapid Strategy Generation and Response
Mechanisms
Multi-intelligence systems are able to quickly
generate appropriate strategies in the face of fast
breaks and defensive transitions through
collaborative learning mechanisms.Ontañón,
Santiago et al. trained an AI by adopting a
case-based planning and execution methodology,
extracting strategies and behavioural patterns
from historical data using machine learning
techniques, and analysing historical game
data.This resulted in a system that could adjusts
strategies in real-time to respond to changing
situations, enabling the AI to make adaptive
decisions based on historical data [7]. In addition,
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the Search and Recall (S&R) framework
proposed by Traish, J., Tulip, J., & Moore, W.
(2015) enables search algorithms to explore
possible strategies and store valid responses for
future use. This framework allows AI to learn
and adapt to new scenarios while maintaining
real-time decision-making capabilities [8].
Therefore, when the opponent launches a fast
attack, the AI will quickly generate the best
defensive strategy and organise the players to
return to the defence in time, based on the
position of the players, the opponent's running
situation and the game situation. And when
attacking, the AI system can analyse the
opponent's defensive layout and launch the
attack in time to find the gaps in the defence.
This rapid strategy generation mechanism
enables the AI to quickly adapt and adjust its
strategy in complex game scenarios to ensure
competitiveness.In actual basketball matches,
the positions of the players and the state of the
game are in constant flux, necessitating
algorithms to adjust strategies in dynamic
scenarios[9]. For instance, when the opposing
team launches a fast break, the system rapidly
generates an optimal defensive strategy by
real-time analysis of player positions, velocities,
and defensive positioning, aiming to thwart the
offensive path. Through multi-agent
co-optimization, the algorithm can respond to
defensive transitions within milliseconds,
distributing defenders to appropriate locations[9].
3.1.2 Real-time dynamic adjustment
Multi-intelligent body systems have the ability
to dynamically adapt to optimise and adjust
strategies based on real-time data from the
game.Weber, Ben G and Michael Mateas (2009)
investigated a conceptual neighbourhood-based
retrieval approach to improve case-based
reasoning. The method refers to the
improvement of case matching through
similarity retrieval in conceptual space, which
can effectively improve the case retrieval
process, especially when dealing with
incomplete matches, and it improves the ability
of the AI to adapt to new situations in the game
[10]. When the opponent's strategy changes in a
basketball game, the AI can make quick
decisions in a complex RTS environment, such
as changing the defensive strategy or adjusting
the offensive tempo, by analysing and
identifying the opponent's tactical adjustments in
real-time data through combining CBR and
search [11]. Such strategic adjustments are not

only reflected in the actions of individual players,
but also involve the cooperation of the whole
team, such as the change of defensive positions
and the adjustment of offensive tactics.
3.1.3 Game Theory and Adversary Modelling
AI can also predict the strategies that opponents
may adopt in different situations by means of
game theory and opponent modelling. By
analysing the advantages and disadvantages of
existing methods, Shen Yu et al. proposed the
idea of parallel games, which can narrow the gap
between simulation and reality when solving
single-role and multi-role game problems [12]. By
modelling the opponent's behaviour, the AI is
able to make more reasonable response
decisions in complex scenarios.Nicholas John
Sephton (2016) improved the strategy of the
game AI by modifying the MCTS
algorithm,using data mining techniques,
especially association rule mining, to predict the
opponent's choices. Demonstrates the
effectiveness of data mining techniques in
modelling game opponents, especially in
predicting the content of the opponent's deck [13].
When facing the opponent's fast counterattack,
the AI can judge the opponent's running route in
advance and make defensive arrangements to
reduce the opponent's scoring opportunities.
This strategy generation method based on game
theory enables AIs to show higher tactical
literacy and decision-making ability in
adversarial matches [14].

3.2 Strategy Diversity: Strategy Tuning and
Strategies for Selection in Future AI Systems
Future AI systems will have richer strategy
selection and adjustment capabilities, and their
diversity will not only be reflected in the breadth
of strategies, but also the depth and adaptability
of strategies [15]. The following are some of the
key directions of development for future AI
systems in terms of strategy diversity:
3.2.1 Flexible tactical combinations
The AI system will be able to choose the most
suitable combination of tactics according to
different game scenarios and opponent
strategies.Sam Devlin et al. used Monte Carlo
Tree Search (MCTS) in combination with game
data in order to mimic the behaviour of human
players. It was found that combining game data
can improve the quality of AI's decision making
and make its behaviour closer to that of human
players [4].AI can choose different offensive
methods such as blocking, breaking, and

Journal of Big Data and Computing (ISSN: 2959-0590) Vol. 2 No. 3, 2024 125

Copyright @ STEMM Institute Press http://www.stemmpress.com



shooting from outside when attacking, while in
defence, it chooses zone defence or man-to-man
defence according to the opponent's offensive
characteristics. This flexible and versatile
tactical combinations enable AIs to show a
wealth of strategic choices when facing different
opponents, enhancing the unpredictability of the
game.Besides basketball, Multi-Agent Systems
(MAS) and Deep Reinforcement Learning (DRL)
technologies are equally applicable to other
competitive game scenarios, such as soccer and
tennis [16]. In these diverse types of games, AI
similarly needs to rapidly generate and adjust
strategies in dynamic environments and achieve
optimal performance through team collaboration.
For instance, in soccer matches, AI needs to
adjust offensive and defensive formations in
real-time, while in tennis matches, AI needs to
predict opponents' ball return routes and react
swiftly. These technologies demonstrate broad
adaptability and versatility across different game
scenarios.
3.2.2 Adaptive learning and strategy
optimisation
Meet Ashokkumar Joshi examines how Artificial
Intelligence (AI) can be integrated into adaptive
learning systems to personalise education
through machine learning and predictive
analytics. It shows that AI plays an important
role in personalising learning content,
customising teaching strategies and providing
feedback mechanisms. In this way, AI is able to
dynamically adapt its strategies to suit the needs
of the learner, which is similar to the concept of
constantly optimising strategies in real-time
matches [17].
Tumaini Kabudi et al. analysed 147 studies to
identify AI interventions in adaptive learning
systems. The studies highlighted how AI can
model the learning process by analysing
historical data and provide accurate and high
quality learning materials according to the needs
of the students. The ability of such systems to
adapt to rapidly changing environments and take
into account the needs of individual learners has
similarities to the behaviour of AIs that
continually adjust their strategies to suit their
opponents in competitions [18].Fengying Li,
Yifeng He and Qingshui Xue proposed a new
research direction in adaptive learning,
highlighting the limitations of technology in
enabling adaptive learning and proposing
strategies to address the challenges in terms of
cognitive principles and learning data

management [19]. For example, in a match, an AI
can gradually optimise its offensive and
defensive strategies by learning the action
patterns of its opponents, thus forming an
adaptive strategy. This suggests that this process
of strategy optimisation is dynamic, and in order
to achieve effective strategy optimisation,
in-depth research on the learning algorithms and
models of AIs is required to better understand
the brain's thinking and emotional states in order
to carry out human tasks [19].
3.2.3 Personalised strategy generation
Personalised strategy is a customised
decision-making solution generated by AI after
understanding the player's behaviour and
preferences.By analysing the player's historical
data and real-time feedback, AI can predict the
player's next move and formulate strategies
accordingly.The AI system will be able to
generate personalised combinations of strategies
based on the player's individual style and habits.
[20] In the field of gaming, AI can similarly
analyse a player's game style, such as the speed
and frequency of attacks, and then generate a
fast-attack strategy that matches the player's
preferences. For example, for players who prefer
fast attacks, AI can design fast attack strategies,
while for players who prefer steady play, AI can
generate defence-based strategy combinations.
This personalised strategy generation
mechanism not only enhances the player's
experience, but also makes the AI opponents in
the game more versatile and challenging.
Through personalised strategy generation, AI
can provide a more attractive and challenging
game experience, enabling players to experience
richer game content and more challenging
opponents [21].
3.2.4 Strategy combination and scenario linkage
Stone, M. et al. proposed the use of Artificial
Intelligence (AI) in strategic decision making
and highlighted the potential of AI to process
large amounts of data and provide decision
support [20]. In future gaming scenarios, AI
systems can draw on this potential by analysing
scenario data to automatically generate
combinations of strategies relevant to the
scenario.Discussing the use of AI in personalised
learning paths, Somasundaram, M. et al. suggest
that AI can provide customised learning steps
based on an individual's abilities and needs.
Similarly, in fast-attack scenarios, AI can
identify player preferences and select
speed-based strategies, while in defence it
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selects high-intensity defensive strategies
[22].Pratama, M. P., Sampelolo, R., & Lura, H.
(2023) examined the revolutionary role of AI in
education, highlighting the importance of AI in
personalising the learning experience. This
personalised approach can be applied to gaming
AI, enabling systems to dynamically adapt their
strategies to match scenarios and player
behaviour patterns, providing a more relevant
and flexible gaming experience. Future AI
systems are expected to achieve more dynamic
and flexible strategy generation through scenario
awareness and data analysis, thus enhancing the
strategic depth and playability of the game [23].

4. Limitations and Future Research
Directions

4.1 Computational Complexity and Resource
Consumption
In multi-intelligent systems, the computational
requirements increase exponentially as the
number of intelligences increases.Foerster et al.
(2018) discussed this in their study, stating that
the computational complexity of DRL
algorithms increases significantly with the
increase in the number of intelligences in
multi-intelligent environments [24].Ahmed et al.
(2022) in their study highlighted the
improvement of training efficiency as a key
issue in the optimisation of current DRL
algorithms. They pointed out that with the rise of
environment dimension and complexity,
resource consumption becomes a major obstacle
limiting DRL in game applications [25].

4.2 Insufficient Robustness and
Generalisation of Strategies
Xie and Liu (2017) pointed out in their study
that DRL models often lose the robustness of
their strategies when faced with completely new
or uncertain environments. They showed
experimentally that DRL algorithms have
limited generalisation ability in new
environments [26]. In order to enhance the
generalisation ability of the model, Zhang et al.
(2020) proposed a model-based DRL approach
which improves the generalisation ability of the
policy by learning a dynamic model of the
environment [27].

4.3 Limitations of Inter-Intelligence
Collaboration
Coordination and information sharing between

intelligences is a major bottleneck in complex
dynamic environments.Lowe et al. (2017)
explored the problem of collaboration in
multi-intelligence environments in their work
and proposed an actor-critic based algorithm to
improve collaboration between intelligences
[28].Ahmed et al. (2022) also emphasised that
when dealing with complex collaborative tasks,
how to efficiently allocate tasks and share
information is still a challenge that needs to be
broken through. They proposed a graph neural
network-based approach to improve the
efficiency of collaboration between intelligences
[25].

4.4 Future Research Directions and
Technological Breakthroughs
Future research can focus on enhancing the
adaptability and robustness of algorithms in
complex scenarios. To achieve this, several
technological avenues can be explored. Firstly,
by integrating deep learning techniques,
algorithms can be trained on large-scale data to
improve the accuracy of strategy generation
across various scenarios [29]. Secondly,
investigating methods to optimize computational
efficiency and reduce the computational
complexity of multi-agent systems, especially
when dealing with real-time dynamic data, is
crucial [27]. Lastly, exploring the integration with
other advanced AI technologies, such as
combining reinforcement learning with
generative adversarial networks [30], can enhance
the predictive capabilities regarding opponent
strategies.

4.5 Integration of MAS with Other
Technologies
Future research should explore the integration of
MAS with other technologies, such as Natural
Language Processing (NLP) and emotion
recognition technologies. By analyzing players'
speech and facial expressions, AI can
dynamically adjust game difficulty or provide
personalized experiences [31]. Moreover, with the
integration of emotion recognition technology,
AI can better understand players' emotional
states, thereby providing more targeted feedback
and support in the game.

5. Conclusion
This paper has reviewed the application of
Multi-intelligent Systems (MAS) and Deep
Reinforcement Learning (DRL) techniques in
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dynamic team combination and character
balancing for basketball games, and predicted
the future direction of these techniques in the
future. Although these techniques have shown
potential in improving AI performance in
basketball games, challenges such as
computational complexity, strategy robustness,
and inter-intelligence collaboration still exist.
Future research is likely to focus on improving
the cognitive capabilities of AI, fusing natural
language processing and emotion recognition
techniques, and integrating virtual reality (VR)
and augmented reality (AR) technologies.
Through these studies, we expect to further
improve the AI performance of basketball games
and make the gaming experience richer and
more realistic.
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