
Whispers of Sound: Enhancing Information Extraction from
Depression Patients' Unstructured Data through Audio and Text

Emotion Recognition and Llama Fine-tuning

Lin Gan1,2,*, Xiaoyang Gao1, Yifan Huang1, Jiaming Tan1
1Department of Information & Intelligence Engineering, University of Sanya, Sanya, Hainan, China
2Department of Academician Chunming Rong Team Innovation, University of Sanya, Sanya, Hainan,

China

Abstract: Mental health issues present
significant global challenges, affecting over
20% of adults at some point in their lives.
While large language models have shown
promise in various fields, their application in
mental health remains underexplored. This
study assesses how effectively these models
can be applied to mental health, using the
DAIC-WOZ text datasets and RAVDESS
audio datasets. Given the challenges of
missing non-verbal cues and ambiguous
terms in text data, audio data was
incorporated during training to address these
gaps. This integration enhanced the models'
ability to comprehend, extract, and
summarize complex information, particularly
in depression assessments. Additionally,
technical optimizations, such as increasing
the model's max_length to 8192, reduced
GPU memory usage by 40%-50% and
improved context processing, leading to
substantial gains in handling complex mental
health data.
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1. Introduction
Depression is a significant global health concern
that affects millions of individuals across
various demographics, leading to considerable
social, economic, and health-related impacts.
According to the World Health Organization
(WHO), depression is one of the leading causes
of disability worldwide, with over 264 million
people affected. The condition is associated with
decreased productivity, increased morbidity and
mortality, and immense personal and societal
burdens. Despite its prevalence, depression often
remains underdiagnosed and undertreated due to
various factors, including stigma and a lack of

accessible and effective treatment options.
In recent years, The integration of clinical
psychology with machine learning (ML) and
deep learning (DL) has advanced depression
diagnosis by uncovering patterns in data like
EHRs, social media, and wearables.
Applications include predicting depressive
episodes and personalizing treatments. However,
challenges like data privacy, model
interpretability, and limited annotated datasets
hinder broader clinical adoption [2] [4] [5].
Large Language Models (LLMs), like OpenAI's
GPT series, offer transformative potential in
mental health. They can analyze linguistic
markers to assist in early depression screening,
provide scalable and personalized therapeutic
support (e.g., CBT), and analyze unstructured
data to advance research on depression's
etiology and treatment.
In this study was to identify and extract specific
information from conversations between patients
with depression and healthcare providers, such
as emotional attitudes, topic categorization, and
key phrases, to facilitate further analysis or
application-oriented research [1].

2. The Proposed Framework

2.1 DAIC-WOZ dataset
The DAIC-WOZ database, a subset of the
Distress Analysis Interview Corpus (DAIC),
contains clinical interview recordings designed
to assist in diagnosing mental health conditions
such as anxiety, depression, and PTSD. The
dataset includes 189 samples (audio, video, and
questionnaire responses) featuring interviews
conducted by "Ellie," a virtual animated
interviewer controlled remotely. All data have
been transcribed and annotated for verbal and
non-verbal features [7].
In this study, we converted audio recordings
from DAIC-WOZ into text, followed by data
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cleaning and feature extraction. These
preprocessed texts were used for tasks such as
information extraction and sentiment analysis,
supporting the automated assessment of mental
health conditions. This approach provides
deeper insights into patients’ psychological
states, improving diagnostic and treatment
processes.

2.2 Ravdess dataset
The RAVDESS dataset, widely used in emotion
recognition and mental health research, comprises
7,356 recordings by 24 actors (12 male, 12 female)
with neutral North American accents. It includes
expressions of emotions such as calm, happy, sad,
fearful, angry, surprised, and disgusted at two
levels of intensity.
For this study, we selected 2,452 audio files: 1,440
from the "Audio_Speech_Actors_01-24" subset
and 1,012 from the "Audio_Song_Actors_01-24"

subset. These files, stored in standard audio format,
were used as the training set. Testing excluded
files without sound content, ensuring consistency
in analysis [8].

3. Data Preprocessin

3.1 Text Emotion Analysis
We transcribed 189 pieces of audio from the DAIC
-WOZ database into text data, utilizing Feishu
Minutes from Lark for real-time audio-to-text
conversion. Within the 189 pieces of text data,
certain modal words and verbal fillers or non-
verbal vocalizations are present in the
conversations, such as 'well,' 'actually,' 'basically,'
'obviously,' 'Umm,' 'Uh,' 'Ah,' and 'Er.'
Consequently, during the data cleaning process, we
eliminate redundant modal words from the
dialogue by employing Regular Expressions in
Python.

Figure l. Remove Interiections from Text

3.2 Audio Emotion Analysis Resampling
To enhance the model's generalization, we
resampled the audio data to standardize sampling
rates. Resampling adjusts the audio signal's
sampling rate, ensuring uniformity during training.
This involves interpolation (adding points) and
decimation (reducing points). We used the Kaiser
window method for FIR filtering, balancing side
lobe reduction and main lobe width to control
transition bandwidth and peak amplitude distortion.
The calculation is as follows:

0 ≤ n < M otherwise
Where represents thenth filter coefficient , I0 is the
zero−order modified Bessel function, with a
specific value of ∑ β is determined
based on the required stopband attenuation and
transition bandwidth. α is a parameter that relates
the transition bandwidth to the filter length,
determining the position of the transition band
edges relative to the Nyquist frequency. FIR filter

design methods mainly include the window
function method and the frequency sampling
method. The window function design method
involves selecting an ideal filter and applying a
suitable window function to achieve a finite-length
impulse response digital system. The key is
balancing a narrow main lobe for high frequency
resolution and low side lobes to reduce
interference.
In audio signal processing, adjusting the main lobe
width and side lobe attenuation is critical. A
narrow main lobe enhances frequency resolution,
suppresses aliasing, and preserves audio details,
improving emotion recognition accuracy. Low side
lobes minimize interference, improving clarity and
intelligibility.
Optimizing these parameters tailors the filter to
specific needs, like retaining high-frequency
components or reducing noise, ultimately
enhancing audio signal quality and model
performance.
Voice Activity Detection（VAD）
Voice Activity Detection (VAD) is a key
technology in audio signal processing that separates
speech from non-speech, enhancing the efficiency
of tasks like speech recognition and audio analysis.
VAD relies on calculating the short-term energy (E)
of audio signals, using the formula:

=1 |x (4)
where x(n)x(n) represents the audio samples, and
NN is the number of samples in a short-term frame.
This energy calculation reflects the signal's
intensity.
An energy threshold is set (based on empirical or
statistical methods) to signify speech presence.
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During detection:
Frames where energy ( EiEi ) exceeds the
threshold are marked as speech:
Speech Frame = {Ei > Threshold} (5)
while frames with energy levels below the
threshold are marked as silent or non-speech:
Silent Frame = {Ei ≤ Threshold} (6)
Consecutive silent frames are identified as non-
speech and removed, leaving only the speech
segments. This process ensures that subsequent
audio tasks focus on relevant speech data while
discarding silence.

4. Train
In this section, we will delve into the training
process of the sentiment recognition model based
on Bidirectional Long Short-Term Memory
networks (BiLSTM).

4.1 Model Construction
We optimized training efficiency by batching
labeled audio segments into fixed sizes with a
consistent sequence length of 60. Then we used a
Bidirectional Long Short-Term Memory network
(BiLSTM) as the core structure. BiLSTM captures
temporal information in audio sequences and
enhances model representation through
bidirectional connections. The hidden state at each
time step considers inputs from both past and
future steps, improving sentiment recognition
accuracy. Input audio features were first mapped to
a 512-dimensional hidden representation via a
fully connected layer, then fed into the BiLSTM
layer. Forward and backward LSTM units
computed hidden states separately, which were
concatenated to form the final representation,
capturing long-term dependencies in audio
sequences.

4.3 Training
Table 1. The performance of two different

models, BiLSTM and BaseModel
Model Params(

M)
Preprocess
Method

Dataset Category
Count

Accuracy

BiLSTM 2.10 Emotion2Vec RAVDESS 8 0.85333
BiLSTM 1.87 CustomFeature RAVDESS 8 0.68666
BaseModel 0.19 Emotion2Vec RAVDESS 8 0.81347
BaseModel 0.08 CustomFeature RAVDESS 8 0.68000
Table 1 provides a detailed comparison of the
performance of two different models, BiLSTM and
BaseModel, using two distinct preprocessing
methods, Emotion2Vec and CustomFeature, on the
RAVDESS dataset. Each entry in the table
includes the model name, the number of
parameters in millions (Params(M)), the
preprocessing method applied, the dataset used, the
number of emotion categories (Category Count),

and the accuracy achieved.
We used mini-batch stochastic gradient descent for
parameter optimization, dividing data into batches
for forward and backward propagation. Validation
metrics were evaluated each epoch, with learning
rate adjustments or model parameter saving as
needed. We compared Adam, AdamW, and SGD
optimizers using cross-validation and applied
dynamic learning rate adjustments like warmup
and cosine annealing. Two learning rate strategies
were used: Warmup Cosine Annealing (gradually
increasing then smoothly adjusting the rate) and
Cosine
Annealing (direct decay during stable training).
We also fine-tuned a Llama3-8B model with 5-bit
precision for depression detection in patient-doctor
conversations, improving recognition while
reducing computational demands.

4.3.1 LoRA (Low-Rank Adaptation)
LoRA is a parameter-efficient fine-tuning method
that adapts pre-trained models to specific tasks by
introducing a small number of trainable parameters.
It approximates weight updates through low-rank
matrix decomposition, reducing the number of
parameters to be trained. Two low-rank matrices
are introduced, and their product represents the
adjustment to the original weights. During training,
these matrices are updated to optimize the adapted
weight matrix, preserving the original model
structure while enabling efficient fine-tuning.

5. Experiment

5.1 Audio Emotion Recognition Testing
This study compared the BiLSTM and BaseModel
in audio emotion recognition, using Emotion2Vec
and CustomFeature preprocessing. The BiLSTM
achieved 85.33% accuracy with Emotion2Vec, the
best result. BaseModel, with fewer parameters,
reached 81.35% with Emotion2Vec and 68.00%
with CustomFeature. This shows the value of
pretrained features and the efficiency-performance
balance in simpler models. CustomFeature's lower
accuracy indicates it struggles with complex audio
characteristics. Audio emotion recognition is less
accurate than text-based analysis due to audio
signal complexity, highlighting the need for better
preprocessing and model architectures.

5.2 Textual Emotion Information Extraction
Experiment
To protect user data, we ran our algorithm on
consumer - grade GPUs instead of using closed -
source models like ChatGPT. Even after
quantizing the model to 5 bits, performance
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improved significantly. For example, the fine -
tuned Llama model with 5 - bit quantization gave
detailed emotional analyses, spotting sadness,
frustration, and anxiety, and offered practical
advice for better well - being. In contrast, the non -
fine - tuned 8B model only provided basic
summaries without emotional details or useful tips.
The fine - tuned model also used just 4GB of
VRAM, showing the benefits of quantization.
Meanwhile, the larger, non - fine - tuned 8B model
didn't perform as well, proving the need for task -
specific fine - tuning. Overall, the fine - tuned
Llama model outperformed the non - fine - tuned
8B model in emotional analysis, offering deeper
insights and better resource use.

Figure 2. Pre-Fine-Tuned And Post-Fine-
Tuned Models

In order to ensure privacy, only a portion of the
conversation is displayed in the image. After
performing sentiment analysis on this text using
both the pre-fine-tuned and post-fine-tuned models,
the generated results are listed on the right side of
the image. The top right shows the results
generated by the 5-bit fine-tuned model, and the
bottom right shows the results from the model
without fine-tuning.

5.3 Comparison Results of Audio Analysis
Added to The Mode
We integrated audio analysis into the LLM’s
sentiment analysis, focusing on eight emotions, but
prioritized neutral, calm, sad, and happy emotions,
extracting confidences from 5-13 segments per
dialogue based on length. Despite most analyses
leaning toward neutral or happy emotions, audio
recognition proved valuable in specific discussions,
particularly between patients and doctors, where
brief periods of sadness enhanced the LLM's text
analysis accuracy. Happy emotions reflected
excitement, while neutral indicated flatness, with
negative emotions less frequently captured.
Comparing the unrefined and fine-tuned Llama3-
8B models, most tests showed little difference, but
the pre-fine-tuning model misinterpreted Tatiana’s
concern about returning to “cubicle” life as

dissatisfaction with the environment itself. The
fine-tuned model correctly identified her concern
as losing valued freedom, showcasing how
sentiment analysis helps the model understand
nuanced expressions like “It’s okay. It’s cool.”

5.4 Expert Evaluation
Experts evaluated the fine-tuned Llama model's
text across accuracy, fluency, and consistency
using 50 random samples (Figure 3). The model
demonstrated high precision in facts and language,
with accurate technical terms, though minor errors
in numbers and context-specific details were noted.
Texts were well-structured and coherent, closely
resembling human writing, indicating the model's
strong grasp of language structure. In
psychological assessments, particularly depression
evaluations, the model performed well, with text
aligning with clinical standards but needing
refinement in symptom details and context. In
conclusion, the fine-tuned Llama model generates
accurate, fluent, and consistent text for mental
health assessments. Minor improvements are
needed for clinical use, but it can aid professionals
with preliminary diagnoses, boosting efficiency.
Future work should focus on enhancing detail
accuracy and context. Due to space limits, only
some samples are shown, but all 50 were used in
the full evaluation (Section 5.4).

Figure 3. Sample Quantization Model Results

6. Conclusion
Recent research shows Llama and other large
language models have strong potential in handling
mental health data, especially for depression.
Using the DAIC-WOZ text dataset and RAVDESS
audio dataset, these models can better capture the
nuances in patients' speech and text, which is key
to accurately diagnosing and understanding the
emotional states of people with depression.
Combining audio and text analysis has greatly
improved speech-to-text conversion and the
extraction of non - verbal information often missed
in traditional text analysis. Fine - tuning the
models has also enhanced their ability to
understand ambiguous and multi - meaning words,
improving information extraction accuracy and
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summary coherence.
In our experiment, setting the model's max_length
to 8192 reduced GPU memory usage and extended
contextual memory, allowing the system to handle
longer texts without losing coherence, thus
improving performance in complex mental health
contexts.
However, future research needs to focus on several
areas. With evolving medical data privacy laws,
training models on sensitive medical data while
ensuring user privacy remains a challenge. Also,
though models' emotional understanding has
improved, their ability to identify and analyze
complex emotions and subtle psychological states
needs further enhancement. Cultural and linguistic
differences also complicate the universal
application and accuracy of these models.
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