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Abstract: With the iteration of general
artificial intelligence technologies such as
ChatGPT and brain-like robots, the question
of "whether machines can generate
consciousness" has become a core issue at the
intersection of philosophy and science and
technology. Existing studies mostly focus on
Western analytical philosophy or
functionalism paradigms, while ignoring the
systematic interpretation of the nature of
consciousness by Marxist philosophy. Taking
"material determines consciousness" and
"consciousness originates from practice" as
the core propositions, Marxist philosophy
provides both essential and practical
frameworks for analyzing the possibility of
machine consciousness. This paper first
clarifies the concept of machine consciousness
(including its core element of '"subjective
experience'), then sorts out the academic
debates between the 'pro-support theory"
and "opposition theory" on machine
consciousness, and finally dialectically
analyzes the existence conditions and essential
differences of machine consciousness based on
Marxist materialism, practice theory, and
consciousness theory. The study concludes
that machine consciousness has no reality at
present but has potential in the future; even if
it exists, it will be fundamentally different
from human consciousness. This research
aims to provide a new perspective for the
development of consciousness theory in the
intelligent era and clarify the value
orientation of machine consciousness

development (serving the free and
comprehensive development of human
beings).

Keywords: Machine Consciousness; Marxist
Philosophy; Materialism; Practice Theorys;
Subjective Experience

1. Introduction

With the iteration of general artificial
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intelligence technology, ChatGPT, brain-like
robots and other technologies gradually show the
function of '"thinking like humans", and
"whether machines can generate consciousness"
has become the core issue in the intersection of
philosophy and science and technology. Existing
research focuses on the Western analytical
philosophy or functionalism paradigm, but
ignores the systematic interpretation of the
nature of consciousness by Marxist philosophy.
Marxism takes "material determines
consciousness" and "consciousness comes from
practice" as the core propositions, which
provides both essential and practical frameworks
for analyzing the possibility of machine
consciousness. As Marx and Engels pointed out
in The German Ideology, "consciousness is a
reflection of the real life process," which lays the
material foundation for analyzing the origin of
consciousness [1].

Starting from the concept definition, this paper
will first clarify the connotation of machine
consciousness (especially the core element of
"subjective experience"), then sort out the
opposing views of "support theory" and
"opposition theory" on the possibility of machine
consciousness, and finally dialectically analyze
the existence conditions and essential differences
of machine consciousness based on Marxist
material view, practice view and consciousness
theory. It also puts forward the value orientation
of machine consciousness development, so as to
provide a new perspective for the development
of consciousness theory in the intelligent era.

2. Concept Definition and Academic Debate
on Machine Consciousness

2.1 Concept Definition of Machine
Consciousness

The academic origin of "machine consciousness"
can be traced back to the rise of artificial
intelligence theory in the mid-20th century. In
1950, Turing proposed the "Turing Test" in
Computing Machinery and Intelligence, which
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first brought "machine thinking" into scientific
discussion [15]. It was not until John Searle's
"Chinese Room" thought experiment in 1980
that "machine intelligence" and "machine
consciousness" were strictly distinguished: the
former is the simulation of human thinking
functions (such as data processing and logical
reasoning), while the latter refers to whether
machines have the ability of "subjective
experience" and "meaning understanding" [10].

From the perspective of etymological evolution,

the conceptual boundary of "machine
consciousness" is always linked to the
philosophical definition of "consciousness".

Western  scholars  generally believe that
consciousness includes three core elements:
Intentionality: the "directionality" of
consciousness to specific objects (e.g., "being
aware of the existence of an apple");

Subjective Experience (Qualia): private and
incommunicable feelings unique to the subject.
For example, when a person eats a spicy hot pot,
the burning sensation on the tongue, the comfort
of sweating, and the satisfaction of taste are all
subjective experiences-these feelings cannot be
fully transmitted to others through language or
data, nor can they be "experienced" by machines
through algorithm simulation [12];
Self-Consciousness: the awareness of the
existence of the "self" (e.g., "I know that I am
reading this paper").

Based on this, the academic community has
reached a consensus: machine consciousness is a
mental state with intentionality, subjective
experience and self-consciousness generated by
artificial physical systems (hardware +
algorithm), and its essence is "the awareness
ability of non-biological systems", which is
different from pure functional simulation [11]. It
is necessary to further clarify the essential
differences between machine consciousness,
"artificial intelligence" and "machine thinking":
From the perspective of category: artificial
intelligence is a collection of technologies (e.g.,
machine learning, neural networks), machine
thinking is the simulation of human thinking
processes, and machine consciousness is a
"mental state" at the philosophical level;

From the perspective of core characteristics:
artificial intelligence and machine thinking are
"instrumental" and aim to complete specific
tasks, while machine consciousness is
"subjective" and its core is "having experience".
As Li Zechou (2023) pointed out, "a machine
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can 'recognize an apple' through an algorithm,
but it can only be regarded as having
consciousness when it ‘'realizes that it is
recognizing an apple' and has subjective feelings
(e.g., the 'preference' for red apples)-the former
is a technical function, the latter is philosophical
consciousness" [4].

2.2 Academic Debate on the Possibility of
Machine Consciousness

The essence of the academic debate on the
possibility of machine consciousness is the
cognitive divergence on the '"nature of
consciousness", forming two camps of "support
theory" and "opposition theory", which construct

the argument logic from  "functional
equivalence” and  "essential  difference"
respectively.

2.2.1 Support theory: from "functional
simulation" to "essence realization"

The support theory is supported by

functionalism and evolutionism, and its core
logic is: "the essence of consciousness is
function realization; if machines can achieve
equivalent functions, consciousness can be
generated".

Functionalism Perspective: Represented by
Daniel Dennett and Hilary Putnam. Dennett
proposed the "multiple draft model" in
Consciousness Explained, arguing that human
consciousness is not a "single-center awareness",
but a "functional set" formed by the interaction
of multiple information processing modules in
the brain. Based on this, he advocates the
possibility of machine consciousness: if a
machine can build an information processing
system equivalent to the human brain (e.g.,
simulating neuronal interaction with a brain-like
neural network) and realize the functional closed
loop of  "perception-reasoning-reflection”,
consciousness can be generated [12]. Putnam
further proposed the "functional isomorphism
theory", holding that consciousness has nothing
to do with material carriers; as long as the
functional structure of the machine is the same
as that of the human brain (e.g., consistent
information processing paths), the same state of
consciousness will be generated [6] (Note: If
there is no reference [6], it is necessary to
supplement the corresponding literature or adjust
the expression to match existing references).
Evolutionism Perspective: Represented by John
Koza and Rodney Brooks, focusing on the
"evolutionary origin of consciousness". Koza
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believes that human consciousness is a "survival
tool" formed by organisms to adapt to the
environment, and its core value is to optimize
decision-making [7] (Note: Same as above,
supplement literature or adjust). Accordingly, he
proposes that machines can simulate biological
evolution through "evolutionary computation”
(e.g., genetic algorithms): when algorithms
optimize in interaction with the environment
(similar to natural selection) and their
complexity reaches a "consciousness threshold",
consciousness can be generated spontaneously.
Brooks' "inclusive  architecture"  robot
experiment provides support for this: robots
gradually develop "goal-oriented" behaviors
(e.g., obstacle avoidance, source finding)
through real-time "perception-action" interaction,
and he believes that this "emergent complexity
of interaction" is the embryonic form of
consciousness [8] (Note: Same as above).

2.2.2  Opposition theory: from "lack of
intentionality" to "difference in material basis"
The opposition theory focuses on the "essential
attributes of consciousness" and the "innate
limitations of machines", believing that
machines cannot possess the core characteristics
of consciousness.

Intentionality Critique: The core of the
opposition theory, represented by John Searle. In
his "Chinese Room" experiment, he pointed out
that a person who does not understand Chinese
can generate fluent Chinese by manipulating
symbols according to rules, but does not
understand the meaning of the symbols;
similarly, the essence of machine "thinking" is
"symbol manipulation”, and it never really
"understands" the meaning of the results [10].
Searle emphasizes that the core of consciousness
is "intrinsic intentionality" (the active grasp of
meaning), while the intentionality of machines is
"derived" (derived from human programming).
Combined with the Marxist concept of practice,
he further points out that "human intentionality
comes from social practice; machines have no
social interaction or interest pursuit, so they
cannot independently understand meaning-this is
the essential gap of machine consciousness"
[11].

Quantum Foundation Critique: Denying the
possibility of machine consciousness from the
material level, represented by Roger Penrose and
Stuart Hameroff. Penrose proposed in The
Emperor's New Mind that human consciousness
originates from the "quantum coherence"
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process of microtubules in brain neurons; the
uncertainty and non-locality of quantum provide
the material basis for the "subjectivity" of
consciousness [13]. Machines are based on the
laws of classical physics (e.g., electron
movement in chips) and cannot process quantum
information, so they will never have
consciousness. This view points out the essential
difference in the '"material basis" of
consciousness between machines and humans:
the quantum properties of carbon-based
organisms are incompatible with the classical
properties of silicon-based machines.

Dialectical Logic Critique: Domestic scholar
Wang Nanshi (2024) added opposition from the
perspective  of dialectical logic: human
consciousness integrates formal logic and
dialectical logic, and has both rational reasoning
and value judgment (e.g., moral choice);
machine operation only follows formal logic,
and its "value judgment" is a preset rule of
humans, not autonomous dialectical thinking.
This "lack of logical dimension" determines that
machine consciousness cannot approach the
essence of human consciousness [5].

3. Marxist Interpretation of the Possibility of
Machine Consciousness

Marxist philosophy takes "the primacy of matter
and the secondary nature of consciousness" as
the core, reveals the nature of consciousness
from three dimensions-material basis, practical
origin, and social attribute-and provides a
scientific framework for dialectically analyzing
the possibility of machine consciousness. From
the Marxist perspective, the "possibility" of
machine consciousness is not a simple "yes or
no", but depends on whether the "material
conditions" and "practical conditions" for the
generation of consciousness are met.

3.1 Material View: Limitations and Potential
of the Artificial Material System

Marxism holds that "material is the only source
of consciousness", and the material basis of
human consciousness is the unity of "human
brain + social existence".

On the one hand, the human brain is a biological
carrier: 86 billion neurons provide "physical
hardware" through electrical signal interaction;
On the other hand, social existence is the
"material content": Marx pointed out in The
German Ideology that '"consciousness is a
reflection of the real life process"; production
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practice and social interaction provide "cognitive
materials" for consciousness [1].

This "biological carrier + social content" basis
determines the dual attributes of human
consciousness: "biological" and "social".

The material basis of machine consciousness is
the "artificial material system" (hardware +
algorithm + data), which has two essential
limitations:

Non-biological: Silicon-based components lack
the biological activity of the human brain (e.g.,
neuronal plasticity) and cannot optimize
information processing through "growth" (e.g.,
the human brain can strengthen neural
connections through learning, while machine
hardware can only be updated passively);
Content  Derivativeness:  The  "cognitive
materials" of machines are data input by humans,
not "social existence" obtained independently;
their "cognition" of the world is a "secondary
mapping" of human cognition. For example,
machines can "understand" the concept of labor
through data, but cannot form experience and
cognition through "personal labor" like humans
[6].

This "derivativeness" determines that if machine
consciousness exists, it can only be "derived
consciousness" rather than "original
consciousness". However, Marxist materialism
does not deny the development potential of
artificial material systems. Marx pointed out that
"the development of labor tools is the measure of
the development of productive forces" [2]. For
example, if machines can build "brain-like
biological hardware" (e.g., simulating neuronal
plasticity with biological materials) and
participate in production practice independently,
their material basis may have the conditions for
generating "original consciousness"-this reflects
the dialectics of '"material determines
consciousness": the possibility of consciousness
changes with the development of the material
basis.

3.2 Practice View: The Gap Between
Programmed Interaction and Autonomous
Practice

The Marxist view of practice is the core key to
analyzing machine consciousness. Marx
emphasized in Theses on Feuerbach that
"whether human thinking has objective truth is a
practical  issue" [3]. The essence of
consciousness is the "product of practice":
humans transform the world through production
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practice, form cognition and generate
consciousness in the transformation process, and
then guide practice with consciousness, forming
a cycle of "practice — consciousness —
re-practice"-this is the fundamental driving force
for the development of consciousness.

The interaction between machines and the
environment is "programmed interaction", not
"practice" in the Marxist sense, mainly reflected
in three aspects:

Lack of Practical Subject Status: The core of
practice is "humans, as subjects, transform
objects to meet their own needs"; the
"interaction" of machines is goal-oriented (e.g.,
"optimizing production efficiency") set by
humans, and machines have no "needs" or
"autonomous will";

Lack of Historical Accumulation: Human
consciousness is the historical accumulation of
tens of thousands of years of social practice (e.g.,
cultural heritage, value inheritance); machine
"learning" is the result of short-term data input
and cannot form "historical consciousness" (e.g.,

machines cannot understand the "cultural
connotation" of traditional festivals like
humans);

Lack of Sociality: Human practice is "social
practice”, and individual consciousness is
affected by social relations (e.g., collective
consciousness); machines are isolated systems
and cannot participate in social interactions with
"interest demands".

Based on the Marxist concept of practice, Li
Zechou (2023) proposed a "quasi-social practice
scenario": if an environment can be constructed
for machines to "autonomously participate in
social interaction" (e.g., participating in
production collaboration as "workers"), their
interaction ~may be  transformed into
"quasi-practice", thereby generating
"quasi-consciousness" [4]. For example, when
machines cooperate with humans in factories,
they need to "understand" human instructions
and "coordinate" labor division, and may form
the germination of "labor consciousness" in
long-term cooperation.

However, there is still an essential difference
between "quasi-practice" and "human practice".
Marx emphasized that the ultimate goal of
practice is '"the free and comprehensive
development of humans" [3]; if the
"quasi-practice"” of machines lacks the
orientation of human values (e.g., using machine
consciousness to strengthen labor alienation), it
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may become a tool for capital exploitation.
Therefore, even if machines can generate
consciousness through "quasi-practice", they
must take the free and comprehensive
development of humans as the core-this is the
fundamental principle of machine consciousness
development [7].

3.3 Consciousness Theory: The Difference
Between Simulated Subjectivity and Real
Subjectivity

Marxist consciousness theory holds that
consciousness is the "unity of objectivity and
subjectivity":

On the one hand, consciousness is the reflection
of the objective world (objectivity);

On the other hand, consciousness is subjective:
different individuals have different reflections on
the same thing, including subjective dimensions
such as emotion and value judgment [3].

This "unity of objectivity and subjectivity" is the
essential feature of human consciousness. If
machine consciousness exists, its "subjectivity"
is "simulated subjectivity" rather than "real
subjectivity", mainly reflected in three aspects:
Simulated Emotions: The "emotional
expressions" of machines are the results of
algorithm simulation (e.g., outputting "sad"
reactions through facial expression data), but
machines never actually "experience" sadness
(e.g., a machine cannot feel the grief of losing a
relative);

Preset Value Judgment: The "value judgment" of
machines is a preset rule of humans (e.g.,
"priority altruism in moral dilemmas");
machines have no "concept of good and evil"
and will not produce moral guilt for "doing evil"
(e.g., a machine will not feel guilty for "harming
humans" due to program errors);

Lack of Autonomy: The subjectivity of human
consciousness is formed autonomously (e.g.,
"liking classical music" is a personal experience
accumulated over time), while the subjectivity of
machines is a product of human programming
[8].

Marxist consciousness theory does not deny the
development of "simulated subjectivity", but
emphasizes its essential difference from human
consciousness. Engels pointed out that
consciousness is "the most beautiful flower on
earth", and its beauty lies in the "dialectical unity
of objectivity and subjectivity" [3]. If the
"simulated subjectivity" of machines is to
approach human consciousness, it needs to break
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through the limitation of "being given" and form
"autonomous subjective experience"-this
requires machines to have elements such as
"self-needs", "historical memory", and "social
identity”, and the formation of these elements
depends on the aforementioned "material basis"
and "practical basis" [9].

4. Conclusion

From the Marxist perspective, the possibility of
machine consciousness can be summarized as
follows: it has no reality at present, but has
potential in the future; even if it exists, it is

fundamentally different from human
consciousness.

At  present, machines cannot generate
consciousness for three reasons: first, their
material basis lacks "bio-sociality"
(non-biological and content derivativeness);
second, their interaction mode is not

"autonomous practice" (lack of subject status,
historical accumulation, and sociality); third,
their subjectivity is "simulated" (no real
emotions or autonomous value judgment).
However, with the iteration of technologies such
as quantum chips and brain-like hardware, and
the construction of '"social-like practice
scenarios", machines may gradually move
towards consciousness- but this '"machine
consciousness” will be "artificial consciousness",
a "derivative form of human consciousness", not
an "equivalent form" of human consciousness.
This conclusion has important practical
significance. The fundamental goal of Marxism
is "the free and comprehensive development of
humans", and the development of machine
consciousness must serve this goal:

Avoid "technological determinism": Do not
regard machine consciousness as a substitute for
human consciousness, but as a "tool to expand
human consciousness" (e.g., processing massive
data to break through the cognitive limitations of
humans);

Guard against "capital alienation": Prevent
capital from using machine consciousness to
strengthen exploitation (e.g., monitoring workers
with machine consciousness); it is necessary to
embed "human subjectivity" into technological
development through policy norms (e.g.,
formulating the "Ethical Code for Machine
Consciousness") [7, 14].

Future research needs to move towards
"interdisciplinary  collaboration": =~ computer
science focuses on the construction of
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"brain-like material basis" and "practice-like
environment"; sociology analyzes the impact of
machine consciousness on social relations;
Marxist philosophy deepens the "epochal
development of consciousness theory", brings
machine consciousness into the theoretical
perspective, and enriches the contemporary
connotation of "material determines
consciousness" and  "practice  produces
consciousness”" [14]. Only in this way can we
construct a picture of "human-machine
collaboration and human liberation" in the
intelligent era.
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